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Abstract

Experts have voiced ethical concerns of Artificial Intelligence (AI) for
decades. This paper provides a framework and a review of how AI can be
addictive by mimicking neuropleasurable stimulus for humans. It argues that this
problem is exacerbated when the values of the humans interacting with AI and the
values of the AI are poorly aligned. The paper examines the role of the
dopaminergic reward system in powerful behavior reinforcement, what economic
gains and externalities this causes, and how this may disproportionately affect
certain subsets of the population. This paper also proposes a model to illustrate
how, when considering factors of time, effort, and expected reward, the magnitude
of the reward is not deterministic of human action. Lastly, the paper examines
ethical frameworks and contemporary theory governing the use of AI to produce
large-scale addiction, big-nudging and general manipulation.
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“Any sufficiently advanced technology is
indistinguishable from magic."

Arthur C. Clarke

“The best way to keep a prisoner from escaping is
to make sure he never knows he's in prison.”

Fyodor Dostoevsky

“Properly speaking the artist, the writer, and the
scientist should be moved by such an irresistible

impulse to create that, even if they were not paid for
their work, they would be willing to pay to get the

chance to do it.”

Norbert Wiener
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I. Introduction

Due to an exponential increase in computational speed and parallelism in the 21st

century, powerful new methods for information processing have become feasible [1]. In

addition, according to a 2019 report by the World Economic Forum, humans will have generated

approximately 44-64 zettabytes of data in 2020 [2]. To contextualize this number, humans

created more data from 2010 to 2011 than every single human ever up to that date [2]. And with

this explosion of information, arises a need to process, organize and learn from it. Artificial

Intelligence (AI) will be defined henceforth as the ability of computers to perform intelligent

tasks in place of humans with minimal human intervention [1]. Intelligence will be defined as the

ability to learn from data and then accurately predict the outcomes of its environment and,

subsequently, produce actions that increase the probability of preferable changes to its

environment. Another important distinction for the scope of this report is the difference between

AI and Machine Learning (ML). Machine Learning is a type of AI but, specifically, is a process

in which machines adapt their own behavior or predictions to match a set of data [3]. Not all AIs

are adaptive, but the most powerful AIs can learn and recognize unseen patterns in vast amounts

of data.

Today, one of the most successful types of machine learning is a technique called “Deep

Learning Neural Networks” [4]. The variants of neural network architecture loosely mimic the

structure of human neurons to propagate information from some input to some output, like the

famous large language models do [5]. There are two salient points about this type of machine

learning: first, it can be rigorously proven that given enough neurons and enough data, deep

neural networks (DNNs) can model any input to any output, regardless of how complex the

relationship is, meaning their long-term potential to learn from data is theoretically infinite [6].

https://www.zotero.org/google-docs/?jjykja
https://www.zotero.org/google-docs/?tVLs2u
https://www.zotero.org/google-docs/?KrdDEx
https://www.zotero.org/google-docs/?olJR2F
https://www.zotero.org/google-docs/?GuwWaD
https://www.zotero.org/google-docs/?oPZ1bm
https://www.zotero.org/google-docs/?qPiuhq
https://www.zotero.org/google-docs/?xaZJFt
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Second, DNNs are essentially black boxes that are exceedingly difficult to recover any semantic

insight from the patterns they discover, which makes them cumbersome to evaluate for bias and

specific learning [6]. For example, to know what OpenAI’s GPT-3 has “learned”, one would

have to sift through 175 billion intertwined parameters [5]. With this in mind, AI will be

transformative in solving a plethora of problems that have plagued humans for centuries.

Whether it is the protein folding algorithm, AlphaZero, image and video recognition, fraud

detection, or energy and environmental solutions, AI will improve human civilization in untold

ways [7]–[10]. However, experts in the field have been quick to voice concerns about the

potential of AI to do humans harm since even the early days of computing [1]. Problems such as

militarization, mass manipulation, surveillance, social sorting, unmonitored or unsafe

implementations, nonconsensual testing, data and privacy breaches, and exacerbated inequality

are all present today in the conversation of AI ethics [1].

This paper will focus on two main subproblems of AI: drive-mimicry and value

alignment. Drive-mimicry is the act of AI mimicking phenomena that humans, by nature, find

pleasurable. Directly, this phenomenon produces experiences that imitate social interaction, or

sexual content. However, AI will also learn to synthesize new types of pleasurable things under

the umbrella of psychoactive substances such as food, drink, and new drugs. Value alignment is

the idea that, as AI systems get more and more complex, the goals of humans become more and

more difficult to explain to a computer [11]. An example of this might be a social media

algorithm that has been programmed to maximize a human’s time on the platform. One could

argue that if a human wants to spend more time on the app, then his goals are aligned with that of

the AI. But what if the AI maximizes the person’s time on the app by providing more and more

addictive, or polarizing material, is it really in the person’s best interest to stay on the app?

https://www.zotero.org/google-docs/?VbEIy6
https://www.zotero.org/google-docs/?FUx3tH
https://www.zotero.org/google-docs/?thj8u2
https://www.zotero.org/google-docs/?a3Xwak
https://www.zotero.org/google-docs/?Tz5Lo3
https://www.zotero.org/google-docs/?RhbKgq
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Humans have struggled with right and wrong since the beginning of recorded history and it is

naive to think that they will be able to implement an AI that works perfectly in humans’ best

interest. This paper will delve into the economic and ethical implications that such problematic

AIs pose when they are distributed at scale, drawing from different disciplines like modern

psychology to substantiate the claims. To keep a concise scope, this paper will mainly be focused

on the United States, but these problems are specific to humans, not necessarily Americans.

II. Thesis

AI drive mimicry will target the habit-forming, pleasure center of the human brain. This

mechanism involves the release of the neurotransmitter dopamine, which is the same chemical

responsible for reinforcing behavior like eating, drinking, socializing, caring for offspring, and

reproducing [12]. Targeting this process reduces humans’ ability to make decisions that their

brain prefers in a purely cognitive sense by stimulating the “hot” motivation enough to silence

the “cold” motivational system. This effect is more pronounced in susceptible subgroups such as

children, low-income earners, the mentally ill, and the elderly. The value-alignment problem

will further exacerbate this phenomenon. Because of the inherent potency of dopaminergic

learning, the mass eroding of economic rationality within a population as a result of harmful AI,

and the disproportionate effect that AI-based manipulation poses on vulnerable parts of a

population, the United States economy will be less productive, and stray from a socially

desirable outcome with AI used in this way. Further, it is immoral to implement AI in this way

because of the psychological distress it causes, the moral opportunity cost for those educated

enough to implement this type of AI and its aforementioned impact on economic prosperity.

https://www.zotero.org/google-docs/?geqqe2
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III. Psychological Approach

In a 1971 experiment, researchers first noticed that damage to dopamine pathways caused

a reduction in feeding and drinking in rats [13]. A working hypothesis began that dopamine

simply affected the motor functional pathways of rats which prevented them from taking

physically doing these activities [13]. However, by the late ’70s, after many trials of dopamine

agonists and antagonists, it became quite apparent that dopamine was responsible for motivation

and had no effect on motor impairment [12], [14], [15]. Since this foundational research, the

neurotransmitter has been causally linked to pleasurable behavior and reinforcement in

mammals—humans are no exception [16]. These pleasurable behaviors include eating and

drinking, sexual experience, positive social interaction (experiences like praise, social bonds, and

empathy), achievement, and caring for young [12], [14]. These types of behavior are

quintessential for the survival and reproduction of humans, and, over the past few million years,

the dopaminergic reward system has developed into a powerful mechanism to motivate certain

behaviors [17].

More problematically, however, humans have discovered ways to release this

neurotransmitter artificially in the form of dopaminergic drugs such as stimulants (cocaine,

nicotine, etc.), amphetamines, and various opiates [18]. An important distinction to draw is that

not all drugs release dopamine to cause neuropleasurable experiences; a host of drugs mimic the

release of serotonin to produce pleasurable experiences such as MDMA, psilocybin, and LSD

[19]. However, modern research indicates that these serotonergic drugs do not reliably cause

habit-forming behavior, though research on the true neurobiological processes is still ongoing

[20]. Conversely, there are thousands of studies to show the replicable habit-forming effects of

the aforementioned dopaminergic drugs [21].

https://www.zotero.org/google-docs/?HQN8rS
https://www.zotero.org/google-docs/?zM1Dqc
https://www.zotero.org/google-docs/?IB9lvi
https://www.zotero.org/google-docs/?pzRFjt
https://www.zotero.org/google-docs/?iO2AW3
https://www.zotero.org/google-docs/?9QnAab
https://www.zotero.org/google-docs/?a8kGF7
https://www.zotero.org/google-docs/?VmzJBb
https://www.zotero.org/google-docs/?qWy9Z0
https://www.zotero.org/google-docs/?QD5zGu
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Addiction is formerly characterized in the DSM-5 as being “physically and mentally

dependent on a particular substance, and unable to stop taking it without incurring adverse

effects.” [22]. In this paper, it will be adapted to: “physically or mentally dependent on a

particular substance or activity, characterized by a decreased ability to stop taking the substance,

which can incur adverse effects”. The adjustment comes from the recent assertion that not all

addictions are physical, nor are all addictions caused by substances.

In recent years, humans have discovered that the artificial release of dopamine comes not

only as the result of external drugs but also as the mimicry of these primary survival-based

neuropleasurable experiences. And this is where technology finally collides with the reward

center of the human brain. Technology has aided humans in mimicking phenomena like social

interaction, sexual experience, and achievement in varying degrees over human history.

However, the advent of digital computing, and subsequently the internet, have accelerated this

process to hyper speed. Digital video games first came into existence in the 1970s, and strived to

be as exciting and pleasurable as possible—and they largely realized this pursuit, with a myriad

of research indicating clinical addiction to many popular video games [23]. It has been

colloquially stated that the first industry to adopt new technology is almost always the

pornography industry. Indeed, the porn industry standardized the use of Super 8 film and VHS

tapes, and in 2001 there were approximately 21,000 online porn sites in some of the internet’s

nascent years [24]. Pornography sites were also some of the first major adopters of virtual reality

in the early 2010s [25]. Likewise, the first social network was created in 1997, just 26 years ago,

the first domino in a powerful attempt at mimicking and intensifying social interaction [26].

A major hurdle to the scientific study of indirect dopaminergic behavior is the inability to

directly measure dopamine release in healthy human subjects in real-time. This causes a

https://www.zotero.org/google-docs/?opMCBW
https://www.zotero.org/google-docs/?7jPJTQ
https://www.zotero.org/google-docs/?rIGesg
https://www.zotero.org/google-docs/?aLFw91
https://www.zotero.org/google-docs/?rx5Xej
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disconnect in quantifying how addictive these phenomena are on a neurobiological level.

However, new technologies are at the forefront of changing this. It will soon become feasible

directly compare social media with drugs like cocaine [27].

With AI recently arriving at the scene, so will it be a major player in mimicking social

interaction, sexual experience, and entertainment. Indeed, it already has in sites with predictive

content like TikTok, Instagram, Snapchat, and YouTube, where AI learns from heaps of user data

to craft the perfect suggestions, engagements, and rewards [28]. The dawn of interactive AI has

just begun—soon, humans will flock to AI to produce interactive sexual or emotional dialogue,

explicit or entertaining photos and videos, and even physical intimacy. Based on the level of

addiction that pornography and social media currently pose, AI stands to significantly increase it.

Imagine how influential an AI could be if it can read and remember every single publicly

available psychology paper in a matter of hours (which it can and has, with OpenAI’s GPT-4 just

on the horizon at the time of this paper) [5].

Not only has an excess of dopaminergic stimulus been strongly linked to anhedonia

(inability to feel pleasure) in mammals, it has also been strongly shown to negate the most

fundamental motivations, such as the motivation for life itself [29], [30]. Mammals have been

shown to choose dopaminergic experiences over and over until they die of starvation [30]. This

is a strong indication that polarizing stimulus to the dopaminergic reward center of the human

brain supersedes rational, healthy desires. This should cause quite a bit of concern as the world

pours its time and resources into these uncharted waters, with potent new forms of addiction

lurking just beneath the surface.

https://www.zotero.org/google-docs/?aC0pyQ
https://www.zotero.org/google-docs/?wkHJBH
https://www.zotero.org/google-docs/?ajmjfC
https://www.zotero.org/google-docs/?7zgLyr
https://www.zotero.org/google-docs/?GUDacI
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IV. Economic Rationality Approach

Models are essential to economics as simpler “cartoon-versions” of complex phenomena.

These help economists understand and make predictions about an infinitely complex world. One

of the most fundamental models in economics is the simplification of humans to a “Homo

Economicus” [31]. This is a concept that assumes economic actors will be rational and

self-interested in all situations. It states that in all scenarios, humans will act to maximize their

utility. The term “rationality” in economics simply means that humans make decisions that are

consistent with their preferences to maximize their well-being [31]. And for preferences to be

considered rational, they merely have to be complete and transitive. This is a rather broad brush

and many economists have been quick to point out that there appear to be two distinct types of

preferences. Several frameworks describe this. The “Dual System Model” of cognition describes

that there are two motivation systems that not only process information differently but also

change with age [32]. There has also been the differentiation between “Hot” Executive Function

(EF) and “Cold” EF, where Hot EF is responsible for processing exciting, neuropleasurable,

emotional stimuli while Cold EF is responsible for purely cognitive processes [33]. Economist

Daniel Kahneman, the recipient of the 2002 Nobel Prize in economics, has described these two

systems as “system 1” and “system 2”, respectively [34].

Economists have also worked toward a theory of rational addiction—by the laws of

completeness and transitivity alone, addiction is perfectly rational [35]. However, scholars in the

field have been quick to illustrate the rapidly changing preferences depending on exposure to

addictive behavior and instability in long-standing preferences. This necessitates a higher level

of refinement than a theoretical vector of preferences that can completely rearrange itself at a

https://www.zotero.org/google-docs/?GTZRZw
https://www.zotero.org/google-docs/?oAsHhb
https://www.zotero.org/google-docs/?YrlSYJ
https://www.zotero.org/google-docs/?E64VN5
https://www.zotero.org/google-docs/?ZARZuN
https://www.zotero.org/google-docs/?btUN3h
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given moment based on one external stimulus. As a model, this does not provide enough insight

into why this rearrangement happens and how to predict it in the future, though this is the result.

The artificial and excessive release of dopamine described in the previous section

illustrates how humans may still make rational decisions but rely far more heavily on the hot

system as opposed to the cold, which often leads to less desirable outcomes. In the example used

previously, I claim it is not in any mammal’s best interest to inject cocaine until it starves to

death. This is because the cold system, or purely cognitive system, would reject this idea almost

immediately. However, this phenomenon has been replicated over and over again in behavioral

studies of mammals. Likewise, it is not in the best interest of humans to use heroin—the drug

strongly degrades physical health, happiness, and almost all measures of well-being and

functionality [36]. However, hundreds of thousands of Americans wake up every day and negate

the cold cognition of their brain to use heroin. And they do so for the sole reason that it so

strongly stimulates the habit-forming part of the human brain to the point where it causes

physical dependencies and essentially completely negates the ability of the cold system to

regulate behavior. And to a similar degree, humans often know by way of reason that it is

probably not in their best interest to waste hours of one’s day on extraneous entertainment, social

media, or pornography sites—and yet millions do so each day.

Because of the novelty and complexity of AI and its place in human life, it is difficult to

reliably design experiments for animals that test things like AI-accelerated social media and

interactive or AI-generated pornography. Thus, proper measurement of addiction and dopamine

release in humans is crucial to providing strong evidence for the regulation of such technologies.

However, fMRI technology and new biotechnology are showing huge promise in differentiating

and gauging the activity of these two mechanisms of motivation.

https://www.zotero.org/google-docs/?k6jJ7R
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V. A Reward-Effort-Adjusted Theory of Planned Behavior

With the emerging threat of AI targeting the habit-forming, pleasure center of the human

brain, comes a need to assess human behavior on a more refined level than “hot” or “cold”. As

described, AI-accelerated media can produce human behavior that negates the motivations of the

purely cognitive side of the brain, as governed by the Homo Economicus standard economic

model. Thus, it is important to operationalize some new utility function that humans try to

maximize. In particular, human behavior is not motivated by just the reward of something. It is

also constrained by the effort it takes to achieve the reward. For example, one might perceive the

following situations to be extremely rewarding: seeing the northern lights in a five-star hotel,

attending a world-class university, owning a successful startup, and so on. While all of these

might be extremely rewarding, they require an immense amount of effort, time, and careful

planning to achieve. So what humans tend to do in reality is maximize the ratio of expected

reward to the effort required to achieve it.

Thus, I propose the following model to illustrate the ideas in this paper. Consider the

assumptions that all humans attempt to maximize the following adjusted reward function, F:

Reiterating the above, humans want to maximize the expected reward while minimizing

the effort and time required to achieve the said reward. However, it is desirable to implement this

mathematically, so the following function will be used:
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In this case, is the intensity of the effort expended, is the possible reward to be gainedϵ β

from the effort, and t is the amount of time expended on the task. is the probability of𝑃(ϵ,  𝑡)

receiving the reward, , given the effort, , and the time, t. Hence, is the expectedβ ϵ β · 𝑃(ϵ,  𝑡)

reward based on the magnitude of the reward and the probability of receiving the reward. Notice

that when and t are both zero, i.e. when zero time or effort is expended, the function yields 1.ϵ

This should denote a neutral state in which the agent has neither exerted time nor energy and has

also not received any expected reward.

In general, it can be assumed that increasing the time and effort to receive a reward

increases the probability of receiving it. For example, increasing the intensity and duration at

which a student studies for a test increases the probability of doing well on the test. Thus, an

approximation to the probability function will be used in this paper as a hyperbolic tangent

function. This simulates the law of diminishing returns. The difference between studying zero

hours to one hour will likely increase the probability of a good grade quite drastically, but the

difference between studying for ten hours to eleven hours probably will not make quite as good

of a difference. Thus, the final equation becomes:
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In this final function, the parameter, , represents the rate at which increasing time andα

effort increases the probability of receiving the reward, . With this model, a number ofβ

observations can be made. Consider the following case where and :β = 1 α = 3

Figure 1: (Left) Plot of Adjusted Reward Function vs. product of effort and time. (Right) Plot of

probability of receiving reward vs. product of effort and time.

In the above plot, the value is quite high. Thus, increasing time and effort greatlyα 

increase the probability of receiving the reward. An example of this might be sitting down and

watching a movie or scrolling through social media—something that takes almost no effort to

achieve the desired reward. Let us consider a different scenario. Now let us consider a higher

reward, but a lower , say and :α β = 5 α = 0. 3
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Figure 2: (Left) Plot of Adjusted Reward Function vs. product of effort and time for different

levels of alpha and beta. (Right) Plot of probability of receiving reward vs. product of effort and

time for different levels of alpha and beta.

Figure 2 illustrates that, even when the reward is multiple times as large, when we adjust

for effort and time to receive the reward, the lower reward wins out. And this phenomenon is

present in human behavior quite often. It is the reason humans choose to eat junk food instead of

cooking healthy meals or spend hours on social media instead of exercising. And this

subconscious maximization that has kept humans alive for so many millennia makes

drive-mimicry AI with poor value alignment so dangerous.
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Some economists argue that humans make decisions following binary decision trees [37].

The idea of rationality is about an agent’s list of preferable outcomes in order of favorability.

While this is true in a more abstract sense, in practice, humans seem to think more on a

bifurcation tree rather than a vector magically constructed in one’s head. To give some

introduction to this idea, consider the following example of one who is experiencing hunger:

Figure 3: A diagram of the binary decision tree that one might make upon searching for a

solution to hunger.

For each outcome in the diagram in Figure 3, the adjusted reward function can be

evaluated. While making a full meal might be the best route to sate hunger in a healthy way, the

perceived effort and time needed to make a said meal are large—and eating a meal of cooked

vegetables might not release as much dopamine as eating a chocolate bar. Hence, thinking

through all of these outcomes and evaluating the adjusted reward function at all of them, we can

see how an agent might choose chocolate because of its low time, effort, and high dopaminergic

reward.

Equating this to microeconomic theory, many of the decisions that humans make are in

some way a reflection of this model. The true value in this economic model is synonymous with

https://www.zotero.org/google-docs/?IJsmkf
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the number of dopamine molecules that get released between human synapses on a given day.

Indeed, almost everything humans choose to do on a daily basis is on some pathway to a feeling

of dopamine—and much of this revolves around money because money is the most versatile key

to releasing dopamine. A jetski might be fun for a day but money can unlock an infinite number

of dopaminergic activities. This model is largely a measure of the hot system—the cold system

still has the ability to override it given it is below a certain threshold. However, AI will learn this

threshold where humans choose short-term pleasure over long-term by lowering the effort

required to achieve it and increasing the neuropleasurability of the experience. This will usher in

a new era where instead of producing products to match consumer demand, firms now have the

ability to use AI to manipulate consumer demand to match the products.

VI. Economic Gains and Externalities

There are a number of immediate economic externalities that will come as a result of

deploying harmful AI on a population. Conversely, there will emerge significant new markets as

a result of this new technology advancing at such a rapid rate. Organizations have already started

adopting LLMs into their infrastructure to make tasks feel more human-like [38]. From ChatGPT

to Microsoft’s Bing implementation of GPT-4, new technology is already spawning a huge new

market of natural language interaction which will boost productivity [39]. This creates a large

new market of untapped value that will likely transform how humans interact with technology.

This said the burden of value alignment is always painfully present. Consider a shopping site

whose sole purpose is to sell merchandise—this site can now deploy a powerful AI that learns

from a user’s movements throughout the site to augment the information and media in order to

maximize the time a user spends on the app. And it can coordinate all of this data from all users

https://www.zotero.org/google-docs/?CkIlke
https://www.zotero.org/google-docs/?9uZqSS
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to learn which strategies are effective and which are not—all in real-time on millions of data

points. This kind of consumer manipulation is present in many applications and has contributed

to the economic success of platforms like TikTok, YouTube, Facebook, Instagram, and many

others [40]. At current rates, the average American will spend 5.7 continuous years of adult life

on social media [26]. Hence, there is enormous economic potential in this vast sink of global

consumer attention.

Further, AI will also be revolutionary in the food and drug industries [41]. AI has already

demonstrated its might in its ability to solve complex organic molecular interactions, specifically

DeepMind’s AlphaZero which solved protein folding for the first time—a feat that had prior to

eluded humans [8]. This technology will only become more powerful and commonplace within

industry to develop new compounds for medicinal use—but also for recreational use. The

cannabis industry is still in its nascent stages, but already organizations are finding ways to

produce new and selective compounds from the plant [42]. The opiate Fentanyl was synthesized

to ease the economic burden on heroin addicts—instead, it has become the lead killer in a

domestic opioid epidemic [43]. AI will have a significant hand in altering and formulating new

food, drink, and drugs to sell to humans. It is no surprise that the best-selling food, drink, and

recreational drugs are also the most dopaminergic [44]. And explicitly or implicitly, AI will be

key in producing even more intensely neuropleasurable substances.

Moving to the effect that more pronounced AI-accelerated addiction has on a population,

addiction has been linked to a host of health problems, increasing the risk of heart disease,

stroke, cancer, and mental disorders [45]. While the aforementioned new markets will increase

value, the negative effects of these markets will put an increased strain on healthcare throughout

the world. A 1996 report estimated that alcoholism alone costs society $99 billion annually [46].

https://www.zotero.org/google-docs/?PuhAdD
https://www.zotero.org/google-docs/?qxOeKq
https://www.zotero.org/google-docs/?59DZSq
https://www.zotero.org/google-docs/?iUHKMQ
https://www.zotero.org/google-docs/?2DQQPb
https://www.zotero.org/google-docs/?nC6fcG
https://www.zotero.org/google-docs/?o0fNKW
https://www.zotero.org/google-docs/?exXWFY
https://www.zotero.org/google-docs/?Ig8Ydn
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Further, the success rate for treating addiction today is concerningly low—there is no treatment

that is even close to 100% reliable, and even the strongest drug-addiction treatments like

methadone are only effective on a small minority of patients [47]. Therefore, the addiction that

AI-accelerated drive mimicry stands to cause does not have a known solution—the study of

addiction is ongoing and incomplete, with the efficacy of many treatments hotly debated [46].

Further, mass manipulation and value misalignment will lower the individual productivity

of society as a whole. Because of the anhedonia and lack of motivation to do mundane tasks that

are present in excess dopaminergic stimulus, humans will work less. However, it is difficult to

make conclusive claims on whether or not productivity will change based on the increased

efficiency that new technology will pose. Humans today work less and produce far more than

their ancestors did a mere century ago [48]. But the effects of AI-accelerated addiction are not to

be overlooked—indeed, in 2022 Americans spent on average 15,000 years of human life on

TikTok alone each day [49].With magnitudes of engagement like this, macroeconomic outcomes

are crucial to consider when regulating these hugely powerful AI models with spurious value

alignment.

VII. Ethical Implications

The implementation of Artificial Intelligence at scale in new and efficient ways requires

intense schooling and study of the discipline. Take the famous new language models like

ChatGPT, GPT-4, Bard, and so on, for example. Developing these systems to their current level

of sophistication and outreach requires hundreds of experts at the top of their fields in many

disciplines such as mathematics, statistics, parallel computing, IT, neuroscience, experimental

design, and so on [50]. Because of the inherent biological reinforcement that AI-accelerated

https://www.zotero.org/google-docs/?XooP4v
https://www.zotero.org/google-docs/?XfsPof
https://www.zotero.org/google-docs/?5powL9
https://www.zotero.org/google-docs/?jmGMDj
https://www.zotero.org/google-docs/?7j2IAX
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drive-mimicry poses, these systems have the potential to be highly demanded, much like any

other dopaminergic material such as pornography, drugs, foods like sugar, sex, and social

interaction are highly demanded. And indeed, organizations are already forging new roads to

implement this type of AI. A website called Pirate Diffusion is already mixing generative AIs to

create explicit user-generated content [51].

The potential to manipulate humans using this technology is large. Philosophers such as

Kant, Mill, Rousseau, Hobbes, and even Aristotle, have all vehemently underlined the

immorality of manipulation for a variety of reasons. Kant argued that it is a moral discretion to

use humans as a means to some end, as a violation of the Categorical Imperative [52]. In

contrast, John Stuart Mill theorized that manipulation voids an individual’s ability to make free

and autonomous choices, as a necessary precondition for a moral society [53]. Rousseau dealt

with violations of a social contract, Hobbes sought to demonstrate an undermining of social trust,

and Aristotle wrote on the difficulties to achieve human virtue under the guise of manipulation

[54]–[56]. For brevity within the scope of this paper, manipulation will be deemed immoral.

Moreover, a host of modern thinkers have put significant research into the ethical

dilemmas that AI poses. A body of literature exists on the governmental use of AI for

widespread propaganda and disinformation, social control campaigns, surveillance, facial

recognition, sentiment analysis, social sorting, and even improved interrogation techniques

[57]–[61]. There have been discussions on how to assign moral and ethical status to nonhuman

agents within an infosphere of agents working together [58]. However, there is very little

literature about AI drive-mimicry, which appears to be an emerging problem in the discipline [1].

Now, it is important to consider some ways in which AI-accelerated drive mimicry can be

used to manipulate that may not meet the eye. At the onset, whether intentional or not, it will
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cause powerful new forms of addiction. And with addiction, comes a host of other unintended

risks that humans face. First, privacy: when engaging with addictive AIs, humans will likely be

required to share private information to continue receiving the neuropleasurable content. This

information can then be used in a variety of harmful ways to track, expose, or further manipulate

the user. Second, dehumanization: as mentioned in the psychological approach, too much

dopaminergic behavior has been strongly linked to anhedonia and a lack of response to more

mundane stimulation and motivation [62]. Deploying addictive AI at scale will cause such

phenomena in swaths of people all over the world, causing a measurable decline in the quality of

human life.

Because of its direct interaction with the reward mechanics of the brain, drive-mimicry

technology is in extremely high demand. Software developers, researchers, psychologists,

engineers, and many other highly educated people around the world are paid large sums of

money to implement these systems—and this trend seems to be increasing [63]. However,

because of the inherent immorality of the manipulation and addiction that these systems cause, it

is an unethical use of education and skillset to develop this kind of AI. Furthermore, AI stands to

revolutionize previously impenetrable areas of human life—in disciplines such as medicine,

education, therapy, clean energy, agriculture, poverty, and environmental preservation. The

ability of people to use their skills in AI to work towards a transcendent good is enormous. Thus,

a sort of moral opportunity cost is formed—talented, educated humans are turning down

opportunities to work on projects that would almost certainly improve human life, to get paid

large sums of money to develop potentially extremely harmful AI. It may be economical on an

individual level to choose this line of work, but it is a moral failure to work toward developing
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something that can lower the quality of millions of human lives in the way that strong addiction

can. This is neither a socially nor morally desirable outcome.

VIII. Equity Considerations

One last important consideration of the ethical and economic concerns associated with

AI-accelerated drive mimicry is how it will likely affect different demographics of the

population. A host of literature shows that in children, economic hardship and poverty are

strongly correlated with the prevalence of mental illness [64]. Further, minorities and elder

populations are likewise disproportionately susceptible to mental disorders and distress [65].

Social media and technology addiction can exacerbate this trend. Children use social media sites

at a much higher rate than adults do [66]. And further, children also experience the anhedonia

associated with excess dopamine stimulus from social media—a 2011 report first coined the term

“Facebook depression” for a depressive state brought on by excessive use of social media [66].

A significant precondition for safe AI interaction is the ability to set boundaries to limit

exposure to dopaminergic stimuli. Children tend to be less effective than adults at setting healthy

boundaries with neuropleasurable experiences, as many studies on impulse control demonstrate

[67]. Thus, minimizing child exposure to AI-accelerated social media sites, entertainment, and

even explicit sexual content is vastly important to diminish harm to future generations. Children

tend to be especially susceptible to technology addiction and, without proper limits and

guidance, this can lead to adverse mental health consequences [68]. Further, those unable to

access or afford proper education and care are also disproportionately affected by technology

addiction. A study on technology addiction in Italy found that lower-income students not only

were more susceptible but suffered worse mental health outcomes as a result of technology
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addiction [69]. Lastly, elderly populations are also a statistically higher target for technology

misinformation schemes and other such scams. Elderly populations (over the age of 65) were

much more likely to be influenced by misinformation during the COVID-19 pandemic about

vaccination information than younger generations were [70].

Hence, it goes to infer that AI manipulation will likely be much more pronounced in

these more susceptible generations. This realization is necessary for allocating resources to

prevent negative outcomes from affecting the well-being and economic prosperity of those who

stand to be affected in the most pronounced way.

IX. Conclusion

Humans are outpacing previous predictions for milestones on the way to Artificial

General Intelligence on a weekly basis. OpenAI’s GPT-4 is showing “Sparks of General

Intelligence” according to a paper published by Microsoft—a feat roughly estimated to take

place in 2030 [39]. Not only is the sophistication and breadth of Artificial Intelligence increasing

at a breakneck pace, but accessibility is also rapidly growing. This accessibility is to both

consumers and developers all over the world. Hundreds of startups have begun implementing

large language models, generative image models, and predictive behavioral models. Chatbots,

photo, and video generation, suggestive algorithms, and a host of other technologies have

fundamentally altered how humans interact with technology. The evidence is already clear that

AI will reshape and accelerate study in many, many disciplines like medicine, engineering,

agriculture, environmental preservation, and so on. This paper examines the effect of AI that

mimics primary neuropleasurable experiences of humans like social interaction, sexual

experience, food and drink, and even dopaminergic drugs. This type of AI stands to significantly
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amplify the already addictive nature of entertainment, social media, pornography, processed

food, and addictive substances. Because these types of experiences target the dopaminergic

reinforcement system of the human brain, they stand to cause the negative symptoms associated

with too much dopaminergic stimulus such as a lack of pleasure and motivation to increase

well-being. This report illustrates the failures of the fundamental model when an agent’s rational

preferences do not reflect her actions and proposes a new framework to assess behavior. The

economic impacts of this phenomenon are significant—while this will open new markets, this

will also cause significant stress on healthcare systems and the negative effects of addiction are

pronounced on human health, well-being, and productivity. Because of the value misalignment,

where human values are not aligned with the profit, attention, or interaction-maximizing values

of AI, the potential for manipulation and privacy breaches stemming from this reinforced

behavior are imminent. In addition, because of how intensely AI stands to make society better

and the disproportionate effect on vulnerable demographics, it is immoral to implement an

intelligent system to manipulate humans like this. This report examines a fundamental conflict

between a huge demand for interactive, pleasurable, accelerated AI systems and a desire for

human health and well-being.
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